Neural Control 2

Wen Yu

Departamento de Control Automético
CINVESTAV-IPN
A.P. 14-740, Av.IPN 2508, México D.F., 07360, México

(CINVESTAV-IPN) Intelligent Control October 30, 2024 1/ 40



Dynamic neural networks for control

The controlled nonlinear plant is given as:

x="f(x,t)+u xeR", ueR"

f is unknown.
The objective of control is to force the nonlinear system following a
optimal trajectory x¢ € R", which is generated by

x? =@ (x,t)

The tracking error is

AC:X—Xd
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Neural control

NN model

Identification error

The error dynamic is
A,‘ = AA; + WlU(X) +f
We assume modeling error is bounded

FASYE <7
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Neural control

The nonlinear system can be also rewritten as
X=Ax+Wio(x)+u—Tf

or
x = Ax + Wio(x) + u — d,
Becasue
x4 = ¢ (x,t)

The tracking error dynamic is
Ac = Ax+ Wio(x) +u—di — @ (x,t)

where

di = f + Who(x)

where the identification d; is bounded as d = sup ||d;]| .
t
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Neural control with RNN

From the tracking error dynamic
A = Ax+ Wio(x) +u—di — ¢ (x, t)
Let us select the control action u as
u=uy+u
here u; is direct controller, uy is a compensator of unmodeled dynamic d;
u =@ (x t)— Ax? — Wio(x)

and

Ac = AA; + up + dy
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Sliding Mode Compensation

Define Lyapunov-like function as
V =AlPA,
time derivative alone A, = AA. + up + d;,
V=AT (ATP + PA) Ac + 2AT Puy + 247 Pd,
Because
Al (ATP+PA) Ac = —AT QAc = — ||Ac|g
20 Pdy < 2Amax (P) [|Ac] [ de]|

V <~ [[Acllg + 2Amax (P) [[Ac]| [|del| +2A7 Puy
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Sliding Mode Compensation

We need u»
20T Pup < —K||A|

Because if
Acsgn(Ac) = [|Ac|

If the control up has the form of

up = —Ksgn(A:), K >0

then
2N Puy = —2A] PKsgn(Ac) < —2Amin (P) K ||Ac|
So
2
< = [[Acllg = 2[[Ac]l (Amin (P) K = Amax (P) [[de])
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Sliding Mode Compensation

If we select

then

With LaSalle lemma,
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Exactly Compensation

Since .

x = Ax + Wio(x) + u— d;

% = AR+ Wio(x) + u
Then

dt = (X—S(\t> —A(X—)A()
If

x=f(x,,t)+u
is available, we can select uy as
u =A(x—X)
—[f(x,,t) +u— (A + Wio(x) + u)]
So,
A. = AA, Jim Ac =0.
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Approximate Compensation

If x = f(x,,t) + u is not available

: Xt — Xt—1
x="TT 0
T

where § > 0, is the differential approximation error. Let us select the
compensator as

So
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Approximate Compensation

Define Lyapunov-like function as
V =AlPA.
The time derivative is
V=AT (ATP + PA) Ac +2AT PS
2AZP2(5t can be estimated as

2N P6 < ATPAPA.+6TA7YS

So
V<A (ATP+PA+PAP) A+ A5
Then
lim[|Acllg — 0
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Local Optimal Control

Because
V =AlPA.

time derivative alone A, = AA. + up + dt,
V=l (ATP+ PA) A+ 2] Pu, + 28] Pd,
2AI Pd; can be estimated as
2A] Pdy < ATPAPA. +df A 1d,
Because A is stable, with the matrix Riccati equation
ATP+PA+PAP+Q=0 (2)

has solution.
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Local Optimal Control

So
V =Al (ATP+ PA) Ac +2A] Pup +2A] Pd,
< —||A|l5 — uf Ruz + u] Rup + 2AT Puy + d] A7,
= = (1815 + llwall) + lluallf +287 P + &7 A-2d
We define
¥ (1) = [l + 247 Puy
then .

A5 + el < ¥ (u2) + d] Ay — V
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Local Optimal Control

Integrating each term from 0 to T, dividing each term by T, and taking
the limit, for T — o0
. T . T
im7oe 2 [ A5 dt +1lim7oc £ [ ||ua||7 dt
<limr e+ [T (1) dt + (nmpoo L [T dT A dedt —lim7 o [} Vd
<hiMT oo & [ (1) dt +lim7 e 2V

SO
min (|1Al15 + |l ) — min¥ (uf)
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Neural control: Local Optimal Control

The local optimal control is,

min'¥ (1) = ||uz|% + 2A7 Puy
subject:Agu < By
where Ag and By are some unknow matrices.
¥ (1) = [l + 247 Puy

It is typical quadratic programming problem.
Without restriction of Ay and By, u; is selected according to the linear
squares optimal control law

wm=—R1PA,
where Riccati equation

ATP+PA+PAP+Q=0 (3)

(CINVESTAV-IPN) Intelligent Control October 30, 2024 15 / 40



relative-degree-one system,

y(k) = f[X (k)] + & [X (k)] u(k)
X(k)=1ly(k=1),---y(k=n),u(k=1),---u(k—m)]

where f [-] and g [-] are smooth functions, g [-] is bounded away from zero.
In state space form

X,'(k—l—].):X,'_H(k), i=1---n—1
xn(k+1) =flx(k)]+g [()] (k)

where x (k) =[x - - -x,,+m]T

xi(k)y=y(k—n+i—1), i=1---n
Xitn(k)=u(k—m+i—1), i=1---m
g [x (k)] is nonzero. Assume g [x (k)] > g > 0, g is known positive

constant.
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Discret-time control

The treacking error is defined as
eni(k) =xpi (k) =x%_;(k), i=0---n—1
A filtered tracking error is
r(k) = en(k) + Aep—1(k) + -+ Ap_1e1(k)

where A1 ---A,_71 are constant selected so that
(2" 4+ A1z 24+ Ap_q) s stable.
The dynamic of tracking error is

rtk+1)=ey(k+1)+Aey(k)+ -+ Ap_1e (k)
= fx (k)] +gx(k)]u(k) —x7 (k+1)
+A1en(k) 4+ -+ An_1e (k)
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Discret-time control

Ideal state feedback control is

u (k) = [x;,f (k+1) — f[x (k)] + kyr (k) — Aen(K) — - — Ap_1e

(4)

_
g [x (k)]

where |k, | < 1.
The closed-loop system is

r(k+1) = k,r(k)

In matrix form

E(k+1) = AE(k) + Br(k)

0 1 0
where E(k) = [e1 (k)---en—1(k)], A= [ ] :
—)\,,71 —)\1

B=1[0---01]" . Becasue A is stable, r(k) is asymptotical stable.
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Discret-time control

If f[x(k)] and g [x (k)] are unknown,

[x (k)] = Wig, [x ()]
[x (k)] = Wag, [x (k)]

o) )

and

Fx (k)] = Wiy [x (k)] + A = Wag, [x (k)] +F
gIx (k)] u(k) = W5g, [x (k)] u (k) + & = Wag, [x (k)] +&

The dynamic of tracking error is

r(k+1) = Wiey [x (k)] + W5, [x (k)] u (k)
—xd (k+1) 4+ Aea(k) + -+ Ap_1e0 (k) + d (k)

where d (k) =f + g.
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Discret-time control

Then NN based control is

u (k) = [Waky] " {x (k+1) = Wiy [x (k)]
+kyr(x) —Aren(k) — - —Ap_1e0 (k) }

where [-]T stands for the pseudoinverse in Moor-Penrose sense,
T
+_ X =0
Il

The closed-loop system is

r(k+1) = Wag, [x (k)]+ Wa, [x (k)] u (k)
—xZ (k+1)+ Area(k) + -+ Ap_1e2 (k) + d (k)
= k,r(k) +di (k)
where Wi = Wy, — W, Wa = Wa i — Wy, dy (k) is bounded
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Discret-time control

Theorem

The following gradient updating law can make tracking error r (k)
bounded (stable in an L, sense)

Wi k1 = Wh ko — 17,1 (K) ¢ [x (k)]
Wa ki1 = Wa e — 11,1 (k)¢5 [x (k)] u (k)

where 11, satisfies

! B Ir (k+1)|| > |Ir (k
0 if Bllr (k+1)f = [Ir (k)]

herel >1n >0 > B> 1.

. THRy
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We select Lyapunov function as

2 = 2
- [+ o
where HWl’kH2 =Y, v~v12'k',- =tr {W{kwl,k} . From the updating law
Wi ki1 = Wak =11, (k) 97 [x ()]
ALy = Lgy1 — Ly ;
= |[Wok = mr k) 0] e 11| [
| W = nar (8107 b (0] w & )| |||

= 32 (K) 191 + 72 () || o]
—21, ||r (k) 9] vvlkH—znk | (k) 9T Waiu (k)|
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Using
21 || (k) @] W || =2, | r (& %Wzku(k)H
2, 16 o1+ o 6
21 |Ir (K)I| 9] W + 9T Waiu (k)|
)
)r

[ lIr (ke +1) = hoyr (i) = cr (K)]]
(k+1) — kyr?(k) — r (k) w1 (k)|

[ VAR
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Sif Blr (k4 1)] > [|r (k)|

=217, f(k)<P1TVNV1,kH — 21, f(k)%TVNVz,kU(k)H
< —2% Ir (k)12 + 25,k | (KO + 7, e COIP + 17 ewr ()1

Ui

Using0 <7 <1,0<7n, <n<11n = 5 5
L+ 91l + [yl
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AL =3 () (ll9a]1> + llg,ull?)
=2 (K2 2k (k)2 1 (k)2 47,08 (K)

(5 -2+ -1) , 2 (6)
=l 9s1” + llgpull® | r* (k) + 1 (k)

0 g, [ gl
<~ (K) + nw? (k)

(2 oy g - K
where7‘[—1+K[<ﬁ 2k, 1) 1+K},

= max (1l 1> + [l gpull”)
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Since 14 > p>1, (3 -2k —1) > 1,7 >0

nmin (v~v,~2) < Vi < nmax (W?)
where n x min (w?) and n x max (w?) are Ke-functions, and 7te? (k) is
an Ke-function, 172 (k) is a K-function. From (??) and (5) we know V/
is the function of e (k) and { (k), so Vi admits the smooth ISS-Lyapunov
function as in Definition 2. From Theorem 1, the dynamic of the
identification error is input-to-state stable. The "INPUT" is corresponded
to the second term of the last line in (6), i.e., the modeling error
C (k) =¢e(k)+u(k), the "STATE" is corresponded to the first term of
the last line in (6), i.e., the identification error e (k). Because the
"INPUT" £ (k) is bounded and the dynamic is ISS, the "STATE" e (k) is
bounded.
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If Bllr (k+1)|| <|r(k)||, ALk = 0. Lk is constant, W, i, W5 are the
constants. Since ||r (k+1)|| < % lr (k)| % < 1, r (k) is bounded.
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MLP

Now, we consider multilayer neural network(or multilayer perceptrons.
MLP)

o (k)] = Wy [Vix (k) -
2 x (0] = Was [Vasx ()]

where the weights in output layer are V4 4, Vo, € R™*", the weights in
hidden layer are W ,, W5, € RY™_ m is the dimension of the hidden
layer, n is the dimension of the state. The feedback control is Then the
control u(k) can be defined as the following

u (k) = [Wa, (Vax (k)]
[xp (k+1) = Wik (Viix (k) + kor (x) — Area(k) — - — Ap_1e2 ((k))]
8
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MLP

The closed-loop system becomes

r(k+1) = k,r(k)+f+Zgu (k) (9)
Similar as (?7)
= Wiy [Vix (k)] — Wy [Vaix (K)] =
gu (k) = Wi, [Vix (k)] u (k) = Wadp, [Vaux (K)] u (k) — &1

In the case of two independent variables, a smooth function f has Taylor
formula as

= d )
f(x1,x)= — (xl—xf) —|—(X2—X8) f+ R
— k! ox1 2
k=0 0
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The closed-loop system is

r (k + 1) = kvr(k) =+ w» (k) +W1,k¢1 + lek(Pll Vl,kx+W2,k<p2u+ Wqu);v
_ (10)
where wy (k) = fi + & + R + Ry, ||wa (K)||* < @».
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MLP

Theorem

If we use neuro adaptive control (8) to control nonlinear plant (7?), the
following updating law can make tracking error r (k) bounded (stable in
an L« sense)

Wi k1 = Wi — 17, r (k) 4’1 :

Viksr = Vik — 1,7 (k) r (k) gy Wi xT (k) (11)
Wo k41 = Wo i — 17, r (k )“4’1
Vasstr = Voo — 17, (k) ugpy Wyl x7

where 1, satisfies

1 ifBllr (k+1)] > |Ir (k)]
- 11 117 + [lp, ]| -
(O IS PR R AR
0 if Br (k+ 1) < |Ir (5]
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The average of the identification error satisfies

J—Ilmsup—Zr ) <

T —o0

Ui 1—
1+x 1+«

where 71 = ] > 0,

2 2 /
= max (I + gl + 4]
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Recurrent neural networks

The control goal is to force the system states x (k) to track a linear
reference model given by

x? (k+1) = F [x* ()] (13)
The model based trajectory error is

A (k) = % (k) = x? (k)
The real tracking error is

A% (k) = x (k) — x9 (k)

The control object is

i = min 4, J = NOE (k)H2
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Recurrent neural networks for control

For any 1 > 0,
S e -2 W+ 1) g0 - W[ @

@ The minimum of the term ||x (k) — %X

(k)||* has already been solved
in modeling.

@ Now we can reformulate the control goal to minimize the term
% (k) — x? (k)H2 We note that

a7 (k)| = 114 (k)
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Recurrent neural networks for control

For simple case
x(k+1)=f[x(k)]+ u(k) (15)
NN
X(k+1) = A% (k) + Wi [x (k)] + u (k) (16)
Reference
X! (k+1)=F [xd (k)}

Error dynamic is

A (k) = % (k) =x? (k) |
(k+1) = A% (k) Ax9 (k) + Ax? (k) + Wi [x (k)] + u (k) — F [x9 (k
= AA (k) 4+ Ax? (k) + Wi [x (k)] + u (k) = F [x9 (k)]

(CINVESTAV-IPN) Intelligent Control October 30, 2024 35 / 40



Recurrent neural networks for control

If
u=Ax (k) + Wi [x (K)] = F |x? (k)]

then
A(k+1) = AA (k)
A(k)—>0

% (k) — x? (k)

But The real tracking error is

o7 o] -2

¢ is upper bound of NN modeling error
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Recurrent neural networks for control

The unknown nonline system is

x(k+1)=f[x(k)]+ u(k) (17)

NN is
R(k+1) = A& (k) + Wi [x (k)] + u (k) (18)

The unknown nonlinear system can be represented as
x(k+1)=Ax(k)+ Wi [x (k)] +u(k)+d

The control goal is to force the system states x (k) to track a linear
reference model given by

X! (k+1)=F [xd (k)} (19)
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Recurrent neural networks for control

The real tracking error is
A% (k) = x (k) — x9 (k)

The error dynamic ic

A(k+1):Ax(k)+W1¢[x(k)]+u(k)+d—p[xd(k)}

A9 (k+1) = AN (k) + Ax? (K) + Wag [x (k)] + u (k) = F [x* (k)] +d
If
—up = Ax (k) + Wi [x (K)] — F [xd (k)]
then
A (k+1) = AA? (k) +uy +d
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Sliding Mode Compensation

u = —Ksgn [Ad (k)} . K>0
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Local Optimal Control

Without restriction of Ayg and By, w»is selected according to the linear
squares optimal control law

= —R71P.A? (k)
Py is the solution of Riccati equation

Pii1 = (A— KT P(A—Ke) + Q+ K RK,
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