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Design goals

@ Closed loop follow a prescribed transfer function

@ Cancellation of non-linearities
@ Resulting closed-loop transfer function

@ Pole placement
o Model Reference Control

@ Minimize quadratic cost function

@ Closed loop non-linear
@ Adaptive

@ Minimum variance
o Predictive control
e Optimal control
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Feedback control, Linear control
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Adaptive control: gain scheduling
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Direct adaptive control
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Linear controllers: small operational ranges

Hard non-linearities: approximated by linear systems
Model uncertainties

Multiple equilibrium: nonlinear systems
Model-based
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Model based/model free control

Advance model-based control, feedback linearization, backstepping, direct
inverse control, internal model control, MPC

@ Model-based control using data

@ Intelligent methods for controller parameters

© Intelligent controller as a compensator

@ Knowledge based control
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Neual adaptive control
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eural compensation
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Neural Control

@ Before 90's, off-line NN Training

o After 90's, combining adaptive control, and NN parametrization,
on-line adaptive NN control is investigated.

@ neural controller
@ neural compensator
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Neural control with identifiier
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Neural compensator
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Direct inverse control with NN
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Direct inverse control

Plant NARMAX model
y(k+1)=fly(k), -y (k=n),u(k)-- u(k—=m)]
controller
u (k) =1y (k+1),y (k) -y (k=n),u(k) - u(k—m)]
but y (k + 1) is not avaiable, replace y (k+ 1) with r (k+ 1)
u(k)=Ff[r(k+1),y (k) ry (k=n),u(k) - u(k—m)

If inverse exact, the output is the reference (dead-beat controller)
y(k+1)=r(k+1)

r y
—!{ controller f 4 Plant f ———»

A
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Neural direct inverse control

u(k) =T [r(k+1),y (k) -y (k=n) u(k)-u(k—m)
Criterion for training e (k) = r (k) — y (k)
J(n) = Ti—y € (k)
J (k) =J(k—1)+ €2 (k)

Assume J (k — 1) has been minimized,

w(k+1) = W(k)—ngvjv
and
o0J  0e? (k) dy (k) dy (k) du (k)
ow  ow —2e (k) ow —2e (k) ou (k) ow (k)

dy (k)

Here (k) is Jacobians of the system, it is a scalar factor to modify the
strp size of the algorithm, as long as it has the correct size

u(k) = NN (w),
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Direct inverse control with identifiier
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Feedback linearization

If a nonlinear system (standard from, relative degree n) is known,
).(1 = X2
S = F (1 xa) + 8 (1 xn) u
y=x

It is a SISO system

y) = f (y,y. . .y(n71)> tg (y,y . .y<n71)> u

or x{" = f (X,X- . -x("_l)> +g <x,5<- . -x(”—1)> u (1)
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Feedback linearization

The control object : find a u such that y — y,,. The tracking error is

€ =Ym—Y

Let

where K = [k, k] .
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Feedback linearization

The closed-loop system
y( = y,(,,") +KTe, & tkel™ V4t knec =0
0 1 0 ---0

e=Ae, A= 1

—ky - —ky_q
We select K such that all roots of polynomial

s"+ kys"T 4+ kg
are in the left half of complex plane. So

lim e (t) =0

t—00
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If £ (x) is unkonwn, we use a static neural networks to approximate f (x),
Fx) = Wigg (), f(x) = Wiy (x)+1;

The feedback linearization with NN is

[—? (x)+ y,&”) + KTe]

We define

= Wiy (x) = Wiy (x) —1¢
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The ideal control is

YT ) [_f(XHy’(”n)JrKTe]

The control is substituted to plant y(") = f + gu

y = [F ()~ F| + g2 [=F () + i) +KTe]
y™ =y 4 KTe —F
e=Ae—bf b=1[0---0,1]"
Let Lyapunov function
V =eTPe+ LW W;
V =eT (ATP+PA)e—2eTPb (chpf (x) — qf) +2Ltr [WfTvaf]
2e" Pbyy, < e PbA1bT Pe + 7],
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If the larning algorithm is

Wf = Wf = kfeTPb4)f
and
ATP+ PA+PbA TP =—Q
then _
vV < —eTQe—l—ﬁf

Dead zone updating law

2 _
Wf: kreT Pb, ||e||2QZ’7f
0 lello <77¢

If ||e||é > 1 V <0, Vis bounded. If HeHé <7, e is bounded and W,
is stopped , it is also bounded, V' is bounded. Finally HeHé — 7
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Multilayer neural netoworks

We use the following MLP to approximate f (x),
F(x) = Wegp (Vix), £ (x) = Wi (Vix) +;

We define N
f=17(x)—"~(x)

= Weps (Vix) — Wiy (Vix) — 14
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MLP for feedback linearization

Use Taylor serial

f(x):f(x*)—l—(x—x*)gi—i—éf

So

= Weopy (Vix) — Wi, (Vix) — 115
= Wf¢f~<VfX_) — Wrgy (VEx) + Weoy (Vix) — Wiy (Vix) — 4
= Wr (Vx) ¢ + Wrdp (Vix) — 115

where 17, = 17, + ¢
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Stability of MLP

The control is substituted to plant y(") = f + gu
e=Ae—bf b=1[0,---0,1]"
Let Lyapunov function
V =el Pe+ kiftr [WfTWf] + kiftr [VfTV,c]
V = e (ATP+ PA) e —2e Pb (Wi (Vix) §; + Wi, (Vix) =11
+24 [WfTWfJ +2% VfT?f

2e" Pbyy,, < e"PbATbT Pe +7,,
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Stability of MLP

If the larning algorithm is

We = ke Pbg, (Vix)
Vi= kfeTqubf Wi x
and
ATP+PA+PbAILTP=—Q
then .
V< el Qe+
Dead zone updating law
2 _
s= kreT Pb; ||e||20 z Y
0 el <71

If ||e||é > ¢ V <0, V is bounded. If ||eH2Q < 74, e is bounded and W,c
is stopped , it is also bounded, V is bounded. Finally ||e||zQ — 15
¢r (Vix) = ¢p (VPx)
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g is unkown

If both ¥ and g are unkonwn, we use two neural networks to approximate

them,
F(x)=Wrps (x), f(x) = Wigg(x) +;
g(x)=Weo, (x), g(x)=W¢,(x)+1,
The feedback linearization with NN is
1
£ (x)

[—/f\ (x)+ v 4 KTe]
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We define
g§=28(x)—g(x)
= Wep, () — Wi, (x) 1,
= Wz, (x) — Mg

and R
f=17(x)—f(x)
= Weops (x) = Wiy (x) — 115
= Wros (x) —11¢
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The control u = 7[ f—f—y,sq) +KTe } is substituted to plant
y(" = f 4+ gu
y = [F=F|l+@-) L[~ F+yl) +KTe]
=y L KTe 7 [? +KT]
= ,(n)-l—KTe—f—gu
é:Ae—b(?+§u> b=10,---0,1]"

0q>\»—l
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Let Lyapunov function
V = el Pet g W/ Wr + £ W/ W,
V =eT (ATP+ PA) e —2eT Ph (chpf (x) — qf) 2kt [WfTWf]

—2e’ Pb [ng[)g (x) — ng} u+ 2,(1—gtr WgTWg

and
2e" Pby, < eT PbA;'bT Pe + 7],
2eT Pby, < eT PbA ' bT Pe+17j,
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If the larning algorithm is

Wf = kfeTPb(Pf

W = kgeT Pbp,u

and
ATP+PA+P (bA7T +bA'BT) P = —Q

then _
V< —el Qe+7;+7,
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g is different from zero

We need
g (X) = Wg(Pg (X) 7é 0
¢, (x) can be made such that
‘fl’g (X)’ >a>0
But how to assure W; in

Wg = kgeTPb(pgu
We use projection for W, such that

[Well = bo
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The projection technique

. . pr if HWgH > bo
Wy =4 5 % o W) = by and (7 Pbg,u) (Wy) > 0
0 otherwise

The projection condition is
o if Wy >0, kge" Pbp,u>0,so |[Wel 1
o if Wy <0, kgeTPbgbgu <0, s0 [|[Wgl T
It assues |W,| > b > 0.
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Stability of projection

Wf = kfeTPb¢f
W, :skgeTPb(,bgu
Lyapunov
1 — 7~ 1 —7—
_ T T T
V=e Pe+k7Wf Wf+£Wg W,

1 i W] > by or W] = by and <eTPb<pgu) (W) >0
0 otherwise
Because

V< —elQetij,+7

+ iVN\/g — e Pbp, (x) u7 W,

(CINVESTAV-IPN) Intelligent Control October 23, 2024 35/



Stability of projection

If |W,| > by or |W,| = by and (eTPbcpgu) (W) >0,s=1

V< e Qe+7j +7,

if |Wg| = by, it is a constant, Wz =0, WW, =0,
If W, <0, (7 Pbg,u) >0,
2eT PbWyep, (x) u = tr { (—bo — WO) [eT Pbp,u] } < 0.
If W >0, (7 Pbg,u) <0,
2eTPng<pg (xX)u=tr { (bo — WO) [eTPb(pgu} } <0
V < —eT Qe+, +77, +2e” PbW,ep, (x) u
< —e’Qe+17;+17,

In both cases
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Stability of projection and dead-zone

sit lelly — (7 +7,)?

Wf = kafeTPb¢f
Wg = sgkgeTPbcpgu

. 2 _ _
oo [ il = (7, +7,)
0 otherwise

£ W, > bor |Wl| = b
. and <eTqu>gu) (W) >0

and [ellg > (7, +7,)

0 otherwise

HeHé — (ﬁf +ﬁg> and all signals are bounded

(CINVESTAV-IPN)

Intelligent Control

October 23, 2024

37 /39



Projection modification : parameter bounded

Wf = kafeTPb¢f
if HWfH < My or HWf” = M¢

. T
w, = kre Pbgr and (e Pbp,) Wr < 0
Pr (kre™ Pbe;) otherwise
where W
f
Pr(kre” Pbg, ) = kre” Pbp, — kre! Pbp,———
( ) W |
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Projection modification: parameter bounded -proof

Lyapunov function
Vi = tr (W] W)
Ve = 2tr (W] W)
If ||We|| = My and (e Pbp,) Wr < 0
Vy = 2tr (W[ (kfeTPbcpf)) <0, w1l

If |We| = Mr and (e Pbg,) Wi > 0

: Wl w,
Ve = 2tr (WJ (kre™Pbg;) — kreT Py, ”‘;ang) —0

|| We|| is constant
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