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Design goals

Closed loop follow a prescribed transfer function
1 Cancellation of non-linearities
2 Resulting closed-loop transfer function

Pole placement
Model Reference Control

Minimize quadratic cost function
1 Closed loop non-linear
2 Adaptive

Minimum variance
Predictive control
Optimal control
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Feedback control, Linear control

Controller Plant output+ + +++

­

Feedback control
u = Kx (t)

PID control

u = Kpe (t) +Ki
Z
e (t) dt +Kd

de (t)
dt
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Adaptive control: gain scheduling

(CINVESTAV-IPN) Intelligent Control October 23, 2024 4 / 39



Indirect adaptive control
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Direct adaptive control
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Linear controllers: small operational ranges

Hard non-linearities: approximated by linear systems

Model uncertainties

Multiple equilibrium: nonlinear systems

Model-based
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Model based/model free control

Advance model-based control, feedback linearization, backstepping, direct
inverse control, internal model control, MPC

1 Model-based control using data
2 Intelligent methods for controller parameters
3 Intelligent controller as a compensator
4 Knowledge based control
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Neual adaptive control

Adaptive
control

Nonlinear
plant

Neural networks
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Neural compensation

Nonlinear
control

Nonlinear
plant

Uncertainties
compensator

Neural networks
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Neural Control

Before 90�s, o¤-line NN Training

After 90�s, combining adaptive control, and NN parametrization,
on-line adaptive NN control is investigated.

1 neural controller
2 neural compensator
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Neural control with identi�ier

r
y

plantuNonlinear
controller

identifier
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Neural compensator

r
y

plant
uNonlinear

controller

compensator
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Direct inverse control with NN

y
plant

Reference
model

training

r

u

*y
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Direct inverse control

Plant NARMAX model

y (k + 1) = f [y (k) , � � � y (k � n) , u (k) � � � u (k �m)]

controller

u1 (k) = f �1 [y (k + 1) , y (k) � � � y (k � n) , u (k) � � � u (k �m)]

but y (k + 1) is not avaiable, replace y (k + 1) with r (k + 1)

u (k) = f �1 [r (k + 1) , y (k) � � � y (k � n) , u (k) � � � u (k �m)]

If inverse exact, the output is the reference (dead-beat controller)
y (k + 1) = r(k + 1)

r y
PlantuController f1−f
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Neural direct inverse control

u (k) = f̂ �1nn [r (k + 1) , y (k) � � � y (k � n) , u (k) � � � u (k �m)]
Criterion for training e (k) = r (k)� y (k)

J (n) = 1
n ∑n

k=1 e
2 (k)

J (k) = J (k � 1) + e2 (k)
Assume J (k � 1) has been minimized,

w (k + 1) = w (k)� η
∂J
∂w

and
∂J
∂w

=
∂e2 (k)

∂w
= �2e (k) ∂y (k)

∂w
= �2e (k) ∂y (k)

∂u (k)
∂u (k)
∂w (k)

Here ∂y (k )
∂u(k ) is Jacobians of the system, it is a scalar factor to modify the

strp size of the algorithm, as long as it has the correct size

u (k) = NN (w) ,
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Direct inverse control with identi�ier

y
plantu

Inverse
controller

identifier
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Feedback linearization

If a nonlinear system (standard from, relative degree n) is known,

�
x1 = x2
. . .
�
xn = f (x1 � � � xn) + g (x1 � � � xn) u
y = x1

It is a SISO system

y (n) = f
�
y,
�
y � � � y (n�1)

�
+ g

�
y,
�
y � � � y (n�1)

�
u

or x (n) = f
�
x,
�
x � � � x (n�1)

�
+ g

�
x,
�
x � � � x (n�1)

�
u

(1)
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Feedback linearization

The control object : �nd a u such that y ! ym . The tracking error is

ec = ym � y

Let

e =
h
ec ,

�
ec � � � e(n�1)c

iT
, x = [x1 � � � xn ]T

The ideal control is

u� =
1

g (x)

h
�f (x) + y (n)m +KT e

i
where K = [kn � � � k1]T .
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Feedback linearization

The closed-loop system

y (n) = y (n)m +KT e, e(n)c + k1e
(n�1)
c + � � �+ knec = 0

ė = Ae, A =

2664
0 1 0 � � � 0

1

�k0 � � � �kn�1

3775
We select K such that all roots of polynomial

sn + k1sn�1 + � � �+ kn

are in the left half of complex plane. So

lim
t!∞

ec (t) = 0
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Error dynamic

If f (x) is unkonwn, we use a static neural networks to approximate f (x) ,

f̂ (x) = Wf φf (x) , f (x) = W �
f φf (x) + ηf

The feedback linearization with NN is

u =
1

g (x)

h
�bf (x) + y (n)m +KT e

i
We de�ne ef = bf (x)� f (x)

= Wf φf (x)�W �
f φf (x)� ηf

= fWf φf (x)� ηf ,
fWf = Wf �W �

f
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Stability

The ideal control is

u� =
1

g (x)

h
�f (x) + y (n)m +KT e

i
The control is substituted to plant y (n) = f + gu

y (n) =
hbf (x)� ef i+ g 1g h�bf (x) + y (n)m +KT e

i
y (n) = y (n)m +KT e � ef
ė = Ae � bef b = [0, � � � 0, 1]T

Let Lyapunov function

V = eTPe + 1
kf
fW T
f
fWf

�
V = eT

�
ATP + PA

�
e � 2eTPb

�fWf φf (x)� ηf

�
+ 2 1kf tr

"fW T
f

�fW f

#
2eTPbηf � eTPbΛ�1bTPe + ηf

(CINVESTAV-IPN) Intelligent Control October 23, 2024 22 / 39



Stability

If the larning algorithm is

�fW f =
�
W f = kf e

TPbφf

and
ATP + PA+ PbΛ�1bTP = �Q

then �
V � �eTQe + ηf

Dead zone updating law

�
W f =

(
kf eTPbφf kek2Q � ηf

0 kek2Q < ηf

If kek2Q � ηf ,
�
V � 0, V is bounded. If kek2Q < ηf , e is bounded and

�
W f

is stopped , it is also bounded, V is bounded. Finally kek2Q ! ηf
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Multilayer neural netoworks

We use the following MLP to approximate f (x) ,

f̂ (x) = Wf φf (Vf x) , f (x) = W �
f φf (V

�
f x) + ηf

We de�ne ef = bf (x)� f (x)
= Wf φf (Vf x)�W �

f φf (V
�
f x)� ηf
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MLP for feedback linearization

Use Taylor serial

f (x) = f (x�) + (x � x�) ∂f
∂t
+ δf

So ef = Wf φf (Vf x)�W �
f φf (V

�
f x)� ηf

= Wf φf (Vf x)�Wf φf (V
�
f x) +Wf φf (V

�
f x)�W �

f φf (V
�
f x)� ηf

= Wf
�
Ṽf x

�
φ̇f +

fWf φf (V
�
f x)� η1f

where η1f = ηf + δf
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Stability of MLP

The control is substituted to plant y (n) = f + gu

ė = Ae � bef b = [0, � � � 0, 1]T

Let Lyapunov function

V = eTPe + 1
kf
tr
hfW T

f
fWf

i
+ 1

kf
tr
heV Tf eVf i

�
V = eT

�
ATP + PA

�
e � 2eTPb

�
Wf
�
Ṽf x

�
φ̇f +

fWf φf (V
�
f x)� η1f

�
+2 1kf

"fW T
f

�fW f

#
+ 2 1kf

"eV Tf �eV f
#

2eTPbη1f � eTPbΛ�1bTPe + η1f
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Stability of MLP

If the larning algorithm is
�
W f = kf eTPbφf (V

�
f x)�

V f = kf eTPbφ̇fWf x

and
ATP + PA+ PbΛ�1bTP = �Q

then �
V � �eTQe + η1f

Dead zone updating law

s =

(
kf eTPbφf kek2Q � η1f

0 kek2Q < η1f

If kek2Q � ηf ,
�
V � 0, V is bounded. If kek2Q < ηf , e is bounded and

�
W f

is stopped , it is also bounded, V is bounded. Finally kek2Q ! η1f .
φf (V

�
f x)! φf

�
V 0f x

�
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g is unkown

If both f and g are unkonwn, we use two neural networks to approximate
them,

f̂ (x) = Wf φf (x) , f (x) = W �
f φf (x) + ηf

ĝ (x) = Wgφg (x) , g (x) = W �
g φg (x) + ηg

The feedback linearization with NN is

u =
1

ĝ (x)

h
�bf (x) + y (n)m +KT e

i
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Error dynamic

We de�ne eg = bg (x)� g (x)
= Wgφg (x)�W �

g φg (x)� ηg
= fWgφg (x)� ηg

and ef = bf (x)� f (x)
= Wf φf (x)�W �

f φf (x)� ηf
= fWf φf (x)� ηf

(CINVESTAV-IPN) Intelligent Control October 23, 2024 29 / 39



Stability

The control u = 1
ĝ

h
�bf + y (n)m +KT e

i
is substituted to plant

y (n) = f + gu

y (n) =
hbf � ef i+ (bg � eg) 1ĝ h�bf + y (n)m +KT e

i
= y (n)m +KT e � ef � eg 1ĝ h�bf + y (n)m +KT e

i
= y (n)m +KT e � ef � egu
ė = Ae � b

�ef + egu� b = [0, � � � 0, 1]T
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Stability

Let Lyapunov function

V = eTPe + 1
kf
fW T
f
fWf +

1
kg
fW T
g
fWg

�
V = eT

�
ATP + PA

�
e � 2eTPb

�fWf φf (x)� ηf

�
+ 2 1kf tr

"fW T
f

�fW f

#

�2eTPb
hfWgφg (x)� ηg

i
u + 2 1kg tr

"fW T
g

�fW g

#

and
2eTPbηf � eTPbΛ�1

f b
TPe + ηf

2eTPbηg � eTPbΛ�1
g b

TPe + ηg
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Stability

If the larning algorithm is

�
W f = kf eTPbφf�
W g = kg eTPbφgu

and
ATP + PA+ P

�
bΛ�1

f b
T + bΛ�1

g b
T
�
P = �Q

then �
V � �eTQe + ηf + ηg
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g is di¤erent from zero

We need
ĝ (x) = Wgφg (x) 6= 0

φg (x) can be made such that���φg (x)��� � a > 0
But how to assure Wg in

�
W g = kg eTPbφgu

We use projection for Wg such that

kWg k � b0
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Projection

The projection technique

�
W g =

8><>: kg eTPbφgu
if kWg k > b0

or kWg k = b0 and
�
eTPbφgu

�
(Wg ) � 0

0 otherwise

The projection condition is

if Wg � 0, kg eTPbφgu > 0, so kWg k "
if Wg < 0, kg eTPbφgu < 0, so kWg k "

It assues jWg j � b > 0.
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Stability of projection

�
W f = kf eTPbφf�
W g = skg eTPbφgu

Lyapunov

V = eTPe +
1
kf
fW T
f
fWf +

1
skg
fW T
g
fWg

s =

(
1 if kWg k > b0 or kWg k = b0 and

�
eTPbφgu

�
(Wg ) � 0

0 otherwise

Because �
V � �eTQe + ηf + ηg

+

"
1
skg

�fW g � eTPbφg (x) u

#fWg
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Stability of projection

If jWg j > b0 or jWg j = b0 and
�
eTPbφgu

�
(Wg ) � 0, s = 1

�
V � �eTQe + ηf + ηg

if jWg j = b0, it is a constant,
�fW g = 0,

�fW gfWg = 0,

If Wg < 0,
�
eTPbφgu

�
> 0,

2eTPbfWgφg (x) u = tr
n�
�b0 �W 0

� h
eTPbφgu

io
< 0.

If Wg � 0,
�
eTPbφgu

�
< 0,

2eTPbfWgφg (x) u = tr
n�
b0 �W 0

� h
eTPbφgu

io
< 0

�
V � �eTQe + ηf + ηg + 2e

TPbfWgφg (x) u
� �eTQe + ηf + ηg

In both cases
�
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Stability of projection and dead-zone

Is it kek2Q !
�

ηf + ηg

�
?

�
W f = sf kf eTPbφf�
W g = sg kg eTPbφgu

sf =

(
1 if kek2Q �

�
ηf + ηg

�
0 otherwise

sg =

8>>>><>>>>:
1

if kWg k > b or kWg k = b
and

�
eTPbφgu

�
(Wg ) � 0

and kek2Q �
�

ηf + ηg

�
0 otherwise

kek2Q !
�

ηf + ηg

�
and all signals are bounded

(CINVESTAV-IPN) Intelligent Control October 23, 2024 37 / 39



Projection modi�cation : parameter bounded

�
W f = sf kf e

TPbφf

�
W f =

8<: kf eTPbφf
if kWf k < Mf or kWf k = Mf

and
�
eTPbφf

�
Wf < 0

Pr
�
kf eTPbφf

�
otherwise

where

Pr
�
kf e

TPbφf

�
= kf e

TPbφf � kf eTPbφf
Wf

kWf k2
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Projection modi�cation: parameter bounded -proof

Lyapunov function
Vf = tr

�
W T
f Wf

�
V̇f = 2tr

�
W T
f Ẇf

�
If kWf k = Mf and

�
eTPbφf

�
Wf � 0

V̇f = 2tr
�
W T
f

�
kf e

TPbφf

��
� 0, kWf k #

If kWf k = Mf and
�
eTPbφf

�
Wf > 0

V̇f = 2tr

 
W T
f

�
kf e

TPbφf

�
� kf eTPbφf

W T
f Wf

kWf k2

!
= 0

kWf k is constant
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