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Input-to-state stability (ISS)

A system is said to be globally input-to-state stability if there exists a

IC-function (+) (continuous and strictly increasing (0) = 0) and KL

-function B (-) (}C-function and lim B (sx) = 0) , such that, for each
SK—00

u € L (sup {||u(k)||} < o) and each initial state x° € R", it holds that

b (o x® w (kD) [| < B (5] )+ (llu ()

Definition
A smooth function V : R” — R > 0 is called a smooth ISS-Lyapunov
function for system if:
(a) there exists a Koo-function a1 (-) and az(+) (K-function and
lim B (sk) = o0) such that

SK—00

a1(s) < L(s) <ap(s), VseR"
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Input-to-state stability (ISS)

Stable training law without dead-zone modification is

Wit1 = Wi — sy, ¢ [VieX (k)] e (k)
Vk+1 = Vk — Sk1y WOQDIX (k) e (k)

where

Mo
— , 0< <1
T T VX (k)| + | Wog'X (k)| To
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Input-to-state stability (ISS)

When

21]e ( )6 (k) + & (k)] < n,€? (k) + 17, [8 (k) + & (k)]
<€ (k) +mn,é+0o

(leviX (k) IP+[ | woe'x (k) |

|2) 2 2
s [1+||¢vkx A gt To ~ 1| € )+ 2 (k) + & (k)

(
< —mie? (k) +11,€ (k)
7Tk is an Ke-function, #, [0 (k) +¢ (k)] is a K-function. Ly is the

function of e (k) and € (k) = & (k) + & (k), n [min (w?) + min (v?)] and
n [max( ) + max( 2)] are Keo-functions, so Ly admlts the smooth
ISS—Lyapunov function. If the input

lle (K)llz = 116 (k) Iy + 115 (k) I < & +6

is bounde, then the state 2 (k) is bounded
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Recurrent neural networks

@ Plant: discrete-time state-space nonlinear system
x(k+1) = f[x(k),u(k)]
o NN model
X(k+1)=Ax (k) + 0o [Wi (k) x (k)] + ¢ [Wa (k) x (k)] u(k)

@ Learning methods

Q@ BPTT
@ Stable learning
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Recurrent neural network

Discrete-time recurrent neural networks
R(k+1) =A% (k) + Wi [Vik (k)] + Waop [Vak (k)] u (k)
Simplest case, RNN is
R(k+1) =A% (k) + W¢|x (k)]
Unknown nonlinear system is
x(k+1)="f[x(k)]

From generalized Stone-Weierstrass theorem, the nonlinear system can be
written as

x(k+1) = Ax (k) + W*¢[x (k)]
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Recurrent neural networks

The modeling error is
e =X (k) —x (k)
The error dynamic is
e(k+1) = Ae(k)+ W¢[x (k)]

We use the updating law as

W (k+1) =W (k) —nepe (k)
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Recurrent neural networks

Lyapunov function is
k) =W
So
AL (k _HW(k 17cpe~(k)H2—HW(k)H2
= 12 [le (K)||* > — 217 | W|| |le (k)

The error dynamic

e(k+1) = Ae (k) + W¢[x (k)]

AL(K) = 126 ()" g2 = 2 [l (k-+1) = Ae (k)] e ()]
=1 [le (k)|* 92 =21 |le (k)" e (k+1) — e (k) Ae(k)H
2|le (k)[1? 92 =21 [l (k) e (k+1)|| + 21 lle (K3,

<y (
§—2‘e(k) (k+1) H+ 2Amax (A) +1¢%] [le (k)|
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Recurrent neural networks

We need
let)Tetk+1)| = fle kP

Define RNN as
Bx (k+1) = A% (k) + W¢ [x (k)]

where B > 0 is a design parameter. So the error dynamic is
Be (k+1) = Ae (k) + W¢ [x (k)]

and

AL(K) < =2||e (k)T e (k+1) | + [2Amas (A) +19°] [le (K)
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Recurrent neural networks

If [|Be (k+1)[| > [le (K]

AL (k) < =2[le (K)|* + [2Amax (A) + 17¢7] I\ez(k)H2
= =2{1 = [Amax (A) + 319°] } e (K|

We need
Amax (A) + 37¢? < 1
n <25l < 21— Ay (A)]
*)\max A 7/\max A
(k) = gl < it < M
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Recurrent neural networks

The RNN is
Bx (k+1) = A% (k) + W¢ [x (k)], >0
The updating law as
W (k+1) = W (k) -1 (k) pe (k)

where 77 (k) = 1+¢;7[ ]’ Mo < 2[1— Amax (A)],
If ||Be (k+1)|| < |le (k)| we stop the updating, finally

i Bl (k+ D) = e (k)]
= { 1+¢°[x(k)]
”(k){ 0 ifBlletk+D < e (k)]
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Unmodeled dynamic

RNN is
Bx (k+1) = A% (k) + W¢ [x (k)]

Unknown nonlinear system is
x(k+1)="f[x(k)]
The nonlinear system can be written as
x(k+1)=Ax (k) + W*¢[x (k)] + ¢ (k)

where || (k)[|* < &
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Unmodeled dynamic

So the error dynamic is

Be (k+1) = Ae (k) + Wep [x (k)] — & (K)
Lyapunov function is
k) = [|W (k)|

then
AL(K) =1 (k)% ¢? 20| ~Pe (k-+1) + Ae (K) +& ()| [l (k)]
=12 [le (k)>¢2 2y || —e () e (k+1) +e (k)T Ae (k) + ¢ (K) e (k)|

)P 92 =21 [le (k) e (k+1)|| + 21 lle (K)I3,,.cap 71 1€ (K]
< =2 ]|e (k)7 e (k1) + [1+ 2Amax (A) +162] lle (K + 118 (K)
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Unmodeled dynamic

If [|Be (k+1)[| > [le (K]

AL(K) < =2l (k)|* + [1 +2Amax (A) + 77472] le (k)|1” i 14 (k)I*
= = [1 = 2Amax (A) = ¢?] [le ()| + 1 (K

We need
2Amax (A) +1¢? < 1
n < #ﬂ) Mo < 1= 2Amax (A)
— 7 1_2)\max(A) 1_2Amax(A)

(k) =g < g < ¢

then
AL(K) < =2 |le (k)| + 2 (K) > < 12 e (k) |* +2
T 1497 + ¢

The average of the identification error satisfies

J = limsup = Ze ) < (1+(7))(f

T —o0 770
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Single-layer neural network

Discrete-time recurrent neural networks

X (k+1) = A% (k) + Wig, [% (k)] + Wagp, [X (K)] U (k)

Theorem

If the single-layer neural network is used to identify nonlinear plant, the
eigenvalues of A is selected as —1 < A (A) < 0, the following gradient
updating law can make the identification error e (k) bounded (stable in an
L sense)

Wi (k+1) = Wi (k) =1 (k) ¢y [% (K)] T
Wa (k +1) = Wa (k) — 17 (k) U(K), [% ()]

where 11 (k) satisfies

i ifBlle (k+1)]| > [le (k
100 ={ TrloPqugr " leter b= letol
: 7Bl (k+ 1)) < e ()]
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Multilayer RNN

The discrete-time multilayer recurrent neural networks
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Identification with RNN

The smooth function f has Taylor formula as
SH 0 o 01"
f(xg,x) = — | (x1 —x7) =— + (X — x ] f+ R
(1, x2) k; [(1 r) . (2 2)BX20 /

where R, is the remainder of the Taylor formula.
Using Taylor series around the point of WX (k) and Vi, the identification
error e (k) =X (k) — x (k) can be represented as

pe (k+1) = Ae (k) + Wi [Viex (k)] + W' Viex (k) + ()

{ (k) = Ri+u(k), here Ry is second order approximation error of the
Taylor series.
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Multilayer RNN

For multilayer RNN, A is selected as —1 < A (A) < 0, the following
gradient updating law can make identification error e (k) bounded

Wk+1_Wk_77k ( )4)
Vi1 = Vi —17,.e (k) ¢' WOx (k)
where 0 <75 <1
7 if Blle(k+ 1) > [le (k)|
me=19 1+Io WO +ol®
0 ifBlle(k+1)| < [le (k)|

The average of the identification error satisfies

J=I Z Y e (k) <17
|ijgokazle( HC
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Recurrent MultiLayer Perceptrons

(CINVESTAV-IPN) October 17, 2024 19 / 35



Countinous-time RNN (Dynamic neural networks)

Plant
Xt = f(Xt, ug, t), Xt € §Rn' us € ERm
Model 4
E)A( = A)A(t + WlU‘()A(t) + WQ(P()A(t)’)/(Ut)
£ € R, ue RK. The matrix A € R"*" is a stable matrix. The matrices
Wy € R™™ and Wh € R™™ are the weights output layers. Vj € R™*"

and Vo € R™*" are the weights of hidden layers. o (-) € R™ is sigmoidal
vector functions, ¢(+) is R™*™ diagonal matrix, i.e.,

¢(-) = diag [¢, (VaX)1 - - ¢, (VaX)m]
oi(-) and ¢,(.) are as sigmoid functions, i.e.

aj

7i0) = Ten
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Simplest case

The plant is
x = f(x)
Continuous-time recurrent NN (series-parallel)
9 — A%+ Wolx)
dt”

The nonlinear system is complete described by following neural network
x = Ax + W*o(x)

The modeling error is

The error dynamic is

where W = W — W*
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Define Lyapunov function candidate as
1 g
L=ATPA+ L tr [WTW|
k
then ) J
L=ATPA+ATPA+ Ztr | —-W | W
k dt
Using error dynamic A = AA + Wo(x)
i T (AT Tpyi/T 2 d v\ v, T
I=A (A P+PA)A+2A PWTa(x) + Lt | (W) W

If Ais stabel
ATP 4+ PA=—Q, Q=Q" >0

SO

[=-A QA+[2A Po(x)+ = (jtw>] wT
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If we let
d -

2
T il e —_
2A" Po(x) + P <dt W> =

W =

The leaning law is

W = —kAT Po(x)

Q‘Q

then
L=—-ATQA

So AT € L, N Le, from the error dynamic, A € Ly,. Using Barlalat's
Lemma, we have

Iim A=0

t—oo
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The plant is
x = f(x,u)

Continuous-time recurrent NN (series-parallel)

%g = AR+ Who(x) + Wag(x)y(u)

The nonlinear system is complete described by following neural network
X = Ax+ Wio(x) + Wy¢(x)y(u)

The error dynamic is

A= %& — 5= AM + Wao(x) + Wad(x)y (u)

where Wl = W1 — Wf< W2 = W2 — W2*
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With control

Lyapunov function candidate as

1 (o7 1 [
_ AT s T - T
L=A PA—i—kltr[Wl Wl] ot [WQ WQ}
then
o 2 d -\ - 2 d .\
L=ATPA+ATPA+ =tr|( =W | W |+ =tr|(—-Vih| W,
caTph (G ) | Lo ()
Using error dynamic A = AA + Wyo(x) + Wag(x)y(u)
L=—ATQA+ 28T Po(x) + £ (4W)| Wy
+ [28TPp()v(u) + 2 ($W6)| W5
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With control

The leaning law is .
Wy = —ki AT Po(x)
Wa = —ko AT P(x)y(u)
then
L=-ATQA
Using Barlalat’'s Lemma, we have

lim A=0

t—oo
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Parallel model

The plant is
x = f(x)

Continuous-time recurrent NN (series-parallel)

%& — A%+ Wo(3)

The nonlinear system is complete described by following neural network
x = Ax + W*o(x)
The error dynamic is

A= AN+ Wo (%) — W*U(x) W+o (%) + W*o (%)
= AA 4+ Wo (%) + Wro (%) — W*o(x)
= AN+ Wo (%) + W* [o0(%) — o(x)]
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Parallel model

The function & = (%) — (x) fulfill generalized Lipshitz condition
lo(%) =), = T A0 < (5= x) D7 (% —x) = AT Dz
Define Lyapunov function candidate as
1 - T o~
L=ATPA+ tr [WTW|
k
then
- o2 d -\ .
L=A"PA+A"PA+—tr|| —W
k dt
Using error dynamic A = AA + Wo(X) + W*&,

L=AT(ATP+PA)A
+2ATP [WTo(x) + W*o| + 2tr [(LW) WT]
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Parallel model

We use matrix inequality
-
XTy + <XTY) < XTA X+ YTAY

where X, Y, A € R"*k and for any positive defined matrix A = AT > 0,
Becasue
2ATPW 5 < ATPW*AT'W*TPA+6TAG < AT (PW1P+ Dy) A

So
L < AT (ATP+ PA) A+ [2AT Po(x) + 2 (S W) W7
+AT (PW1 P+ D,) A
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Parallel model

with the leaning law is
W = —kAT Po(x)

Then

L < AT (PA+ATP+ PW1P—|— D, + Qo) A —ATQ()A
L<—-ATQA+AT (ATP+PA+PRP+Q)A
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Parallel model

If A is stable, the pair (A, R1/2) is controllable, the pair (Ql/z,A) is
observable, and a local frequency condition

1 T
ATRTIA-Q = ; [ATR™ — R7IA| R [ATR™! — R71A]
is fulfilled, then the matrix Riccati equation

ATP+PA+PRP+Q=0

has a solution P = PT > 0.
Then

L<-ATQA<O

Using Barlalat's Lemma, we have

lim A=0

t—o0
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Unmodeled dynamics present

The plant is
x = f(x)

Continuous-time recurrent NN (series-parallel)

%5( = A%+ Wo(x)

The nonlinear system is complete described by following neural network
x = Ax + W¥o(x) + Af

Error dynamic

A:%&—x:AAJrv”va(x)JrAf
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Define Lyapunov function candidate as
1 -~
L=ATPA+ L tr [WTW|
k
Using error dynamic A = AA + Wo(x) + Af.
|AF|A = AFTAAF < F

and
2ATPAF < ATPATIPA + AfTAAF < ATPATIPA+F

then
L <AT (PA+ATP+ PAP + Qo) A—ATQA+F

from the matrix Riccati equation

ATP+PA+PRP+Q=0
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Unmodeled dynamics present

we have

L<—-ATQA+F

L < —ATQuA+F < —Amin (Q0) ||A|2 +F

The learning law is
W = —skAT Po(x)

where .
_ { 1 if AP > Aminf@O
it [|A ” = )\mmf(QO)
if ||A]° > . (Q 7, with the updating law L <0 1f A %

W is constant L is bounded.
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Unmodeled dynamics present

Integrating L from 0 to T yields

T _
L(T) = L(0) < —/ AT QoAdt + T7
0
>0 T 2 ra V(
7o Iallg,de <7+
M7 [y A5, dt < ¥
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