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Yy =win + woup

The weights are trained as
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Least square method

But
Yy =wi +wotp
y(1) = wiur (1) + waup(1)
y(2) = wiu1(2) + wou(2)
Or
][ w0
So ;
[n]-[48 58] 18]
But if

y(1) = wiur (1) + woup(1)
y(2) = wiur(2) + waun(2)
y(3) = wyup (3) + W2U2<3)
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Least square method

Gauss (1777-1855). How to design a line
y=ax+b
by a group of data (x;, y;) . For two indpendent data (xi, y1) and (x2, y2)

2= yi—»y2 b— —X1Y2 — X2y1
X1 — X2 X1 — X2
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Least square method

For n data (x;, y;), how to find a best line? We define

e =y — (axi + b)
The square error is
n
J= Ee,-z
i
Least squre is

min J
(a,b)
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Least square method

The solution for (a, b) is

dJJ dJ
da 0. ob 0
So
— NYXiYi— Xi Y Yi
nz)(iz—([:x,-)2
b— XLy L X L xii
nEx2—(Cx)"
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Least square method

In general case, we use linear regression
y=wixy +woxo + -+ Winxm
where (x1 - - Xm, y) is known data, (wj - - - wy,) is parameter

For each data (xj1 - Xmi, yi)

i =wixyrt +woxpp+ o+ Wexim e
Yo = wixo1 + Woxon + - -+ Wpxom + €

Yn = WiXp1 + WoXp2 + - -+ Wi Xom + €,
In matrix form
Y =XW+E
where W = [W1-~-Wm]T, Y = [yl---y,,]T
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Least square method

Because
J:ETE:ZI):e-2 minJ—>Ieastsquarea—J 0
- " w ow
3J dJ 9E
aw = dEdw = 2E 537 (Y — XW)
2(Y = Xw)" (=X)
:—2YTX+2WX X =0
So
Y =XW+E
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Discrete-time linear system

y(k)=—aiy(k—1)—---—azy (k—n)
+biu(k—1)+---+ bpu(k—m)

It is ARX model
Ay (k) = Bu (k)

where A=1+aig ' 4+---4+a,g" B=big '+ - +bng "
With color noise, it is ARMAX model

Ay (k) = Bu (k) + C¢ (k)
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System identification -least square

Parameter-in-linear
y="01x1+- - +0,x,

where
xi = ¢ (u), or xi = ¢ (Vu)

In matrix form

Y=XO+E
X11 Xin
where Y:[yl---ym]T,X: € Rmxn
Xm1 Xmn
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least square

Y=XO+E,  J=ETE=) ¢

. aJ
min J —least square, 5 =0
9 q 20

JdJ __ dJ d0E __ J
%_TE@_%E%(Y_X@)
=2(Y —X0)" (=X)
= 2YTX+207TXTX
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Linear model

In linear regressive form

y (k) =97 (k)0 +e(k)
where

9(k)=[-y(k=1)---—y(k—n),u(k=1)--u(k—m)]"
b= [gl...gnygl...[,m]T

For / data y (k) and ¢ (k)
Least square

I 1y
b= [Z qu(k)fp(k)] >y (K)o (k)
k=1 k=1
where | >> max(m, n). With this 6

e’ (k)

min J = min

/
k=
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Regressive least square

To find the relation

k=1 k=1

Y ol (K)o (k)] Y vy (k) g (k)

Okr1 =0k + Pry1g (k+1) [y (k+1) — @7 (k+1) 6]

o PingT (k+1)p(k+1)P,
Pri1 = Pr— 1T(p(k+1)Pk(pT(k+1)k' Pk >>0
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Extreme learning machines (ELM), ESN

It is feedforward neural network with a single hidden layer, the output
active function is linear,

y=Wg¢(Vx) (1)

@ the weights V in the hidden layer are random
o W will be trained by the least square method

The linear regression is (NN) ¢ (Vx;)
y=wxi+woxo+ -+ WnXm
The real data is

Yi = w1y, (Vxi) +wod, (Vi) + - -+ + Wi, (Vi) + e

where
€& =Yi—Yy
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Extreme learning machines (ELM)

Y =ZW + E, Z=¢(Vx)
yi=W¢(Vxi)+e (2)
If we want to )
_TE_ 2 .
J=E E—IZe,, mM|/nJ
then

W= (sz)f1 ZTy

¢ (Vxa1) - ¢(Vxam)
where Y =[y1---yn], Z = : : € Rnxm
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ELM - Matlab code

for i=1:M "training time"

for j=1:N

[(j,i)=0; "input to each hidden node"

for k=1:L

1(G0)=1GD+W (k) *H(k,i);
end
; O(j.1)=(exp(1(j.1))-exp(-1(.1))) / (exp(1(5.1))+exp(-1i.i)));

en
Y(i)=y(i); "target output (teacher)"

end

V=Y*pinv(O); "weights in uotput layer, Moore-Penrose pseudoinverse
training"
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Variations on learning rate

Fixed rate much smaller than 1
Start with large 77, gradually decrease its value
Start with a small 77, steadily double it until MSE start to increase

Find the maximum safe step size at each stage of learning (to avoid
overshoot the minimum J when increasing )

Adaptive learning rate (Conjugate gradient minimisation)

o Each weight wj; has its own rate 7;
o If AW,'J' remains in the same direction, increase 1jj
o If AW,'J' changes the direction, decrease i
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Variations on learning rate

e time-varying rate as 77 (k) = £ can give optimally fast convergence,
but it results in slow convergence to bad solutions when ¢ and k are
small.

o Modification 7 (k) = ——10——.

1 (k) Lar§tar(§)”
e Stable learning 7 (k) =

o
I+l (x)l

@ new |earning rate as 77 (k) = m

(CINVESTAV-IPN) Intelligent Control October 3, 2024



General form

Plant

Model
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Gradient
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Least square 77, € R™"

P
T T gPT T
Ok+1 = Ok + 17, pex

Pive’ oP
Pri1= Py — 715':5,35;#, P1>>0
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Kalman

Kalman 7, € R™*" is matrix

Py

= Rt pPugT

Okr1 = Ok + 17, pex

_ ProT Py
Pt = Pu = mgpigr

where Ry, R > 0
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Stable learning

Nonlinear system

The neural networks is
y (k) = Wk [X (k)]

If the identified nonlinear system can be represented as (matching
condition)

y (k) = W [X (k)]
The training law is
W1 = Wi —n¢ [X (k)] e (k)

where
e(k) =y (k) —y(k)

(CINVESTAV-IPN) Intelligent Control October 3, 2024 23 /26



Modeling error is

where
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We select Lyapunov function as
~ 12 ~ ~
Vie= || We* = er { W7 Wi }
Becasue

Weis = Wi — 1,9 [X ()] e (k)
e (k) = Wep [X (k)]

From the updating law

AVk—Vk+1 Vie = || Wi — 1, ¢ [X (k) e(k)H _HWkH

= [|Wl|” = 2ne (K) X (k)] W+ 9 [X (k)] e () = [ Wi
=132 () o [X (] = 21,¢ (k) 9 X (k)] Vi

= n3e? (k) 9 [X (K)]I1” = 2,€? (k)

= [ 19 X GNP = 2] m,ee? (K)

(CINVESTAV-IPN) Intelligent Control

October 3, 2024 25 /26



We select

= 217g 0<n.<1
T+ X (OE

/R

then

lpX (I,
T+ o X (1P

g X (R]IP 2] =2 <2[g,—1 <0

SO

AV, <0
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