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Problems of value based method

@ DQN generally only deal with discrete actions and cannot deal with
continuous actions.

@ Due to the limitations of individual observations or the limitations of
modeling, two states that are originally different in the real
environment have the same feature description after we model them.
Value-based method cannot get the optimal solution.

© The optimal strategy corresponding to the vlue-based reinforcement
learning method is usually a deterministic strategy, while the optimal
strategy for some problems is a random strategy. In this case, it is
also impossible Solved through value-based learning.

@ the policies may not exist with the action-value estimation
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Advantages of policy approximation

@ Parameterizing policies with the soft-max in action preferences can
approach a deterministic policy.

@ Action-value based methods have no natural way of finding stochastic
optimal policies, whereas policy approximating methods can.

@ The soft-max in action preferences enables the selection of actions
with arbitrary probabilities.
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Policy-Based Reinforcement Learning

The action-vale function can be approximated as

A\A/ (s,w) = VT (s)
Q(s,a,w) =~ Q™(s)

A policy was generated directly from the value function, e-greedy policy

] argmax, Q@ (s,a) probability (1—¢)
7 (as) = a probability ﬁ

Now we will directly parametrize the policy (not table policy)

m(a,s,w)=P(a|s, w)

The goal is to find 7 (a, s, w) such that

max V7 (s), meaxIE [R | 7tq]
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Policy-Based vs. Value-Based

@ Value based: learn value function, implicit policy (e.g, e-greedy)
@ Policy base: no value function, learn policy

@ Actor-Critic: learn value function, learn policy
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Policy search methods

Policy search methods: model-free and model-based
Model-free policy: random search and deterministic search

Stochastic search: developed as the gradient method

Policy gradient: difficulty in determining the learning rate.
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Quality of a policy

The quality of a policy 7T (0):
@ value of the policy in an episodic
b= Vv (g)
@ The average value

Jay = Y PTW) (5) v (s)

S

where P7(®) is distribution of the Markoc chain for 7 (w)

© The average reward per time step

Sk = 3P (s) Y (B) R (as)
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Approximate the gradient

Episodic MDP
The goal is to find 71 (a, s, 0) such that max V™ (s) by gradient of the
policy, w.r.t, parameter w

NG = a7V (6)
where « is a step.size parameter, v/, V (w) is the policy gradient,

aVv (6 oV (0 +e

we can use

av(0) V(0i+e)—V(0;)
89,' - €
to approximate the grdient 174V (6)
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Compute the policy gradient analytically

Policy value of 71y
V(0) =Eg (ZRM) = ZP(/,G) R (i

our goald is
V(0) = P(i,0)R(i
arg max (0) = arg mgxz (1i,0) R (i)

Take gradient with respect to 0, using a logx = l

VeV (6) = Vo X, P (i,6) R (i) = X; R (i) VoP (i.6)
= LR (i) p(rg VoP (i, 0)
=Y, P(i,0)R(i)VglogP(i,0)
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VoV (0)

The policy gradient becomes the expectation and we can use the empirical
average to estimate it. We use the current policy to sample m trajectories,
the empirical average of these m trajectories can be used to approximate
the policy gradient:

Approximate VgV (0) with m sample path under the policy 71y (same
P(i,0))

E)V

%Z i) Volog P (i,0) = f (x;) Vlog P (x; | 0)
k

sO
A8 = af (x;) Vlog P (x; | 6)

moveing in the direction to yjr logprob of the sample

The item V log P (x; | 0) is the steepest direction in which the probability
of the trajectory changes with the parameter 6.

% Y« R (i) controls the direction and step length of parameter update.
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Calculate the steepest direction

Calculate Vlog P (x; | @), for i-th episode,

P(x;|0) HP 5t+1|5t ) 71'9(5{|a£)
and
log P (xi | 0) = log P (siy1 | si.at) + Y log 7y (st | a})
So

Velog P (x| 8) = L Vglog P (s{,; | s{,a}) + X Velog e (s; | af)
=Y Vglogmy (s! | a})

The likelihood gradient Vlog P (x; | ) is transformed into the gradient of

the action Vlog 71 (s} | a}),
But it has nothing to do with dynamic model

P (5£+1 | s{,ai)
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Calculate the scoll function

because
Javk = L PT™) (s) L, 7 (w) R (a, s)
Vg = VoV (0) = 2%
~ % Yhe1 R (T') ZiT:l Vg log g (55 | a’t)
o)

VoV (6 ZR ng log 77¢ (s, @)
We need to calculate Vy log 77y (s, a)So
VGJavR =E [V@ Iog TTg (5, a) Qn]

The term L Y7 likes MC, is unbiased, but the variance is large (noisy).
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Temporal structure: Reinfore Algorithm

Like TD learning or Q learning
VoV (6,r) = [(Z,TO r,) (ZtT:—Ol Vi log g (s, a)
VoV (0.r') = E [ (T5" 1) (Zo Volog o (5. 2)

But ZI-T:BI r = Gg,

V()V() Zk lR( )Z,1V9|0g7rg(st|a)
—1Zk Y1 Velog g (si | a)) Gy

For t=1 to T-1

O(t+1)=0(t)+aVyglogrmy (s, a)G;
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Calculate logPi: Gussian

The policy can be parameterized in any way, as long as 71y is differentiable.
Generally, a random policyy can be written as a deterministic part plus a
random part,

g =hg+e, e~ N(0,0°)

For the Gaussian stribution € with a mean value of zero and a standard
deviation. The deterministic part is commonly expressed as linear in

features
ho(s,a) =607z (s, a)

Total is
a~N (GTZ (s,a) ,(72>
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Calculate logPi: example-Soft-max

The action sapce distribute is soft-max distribution, for each action

eZ(s.a)
Za ez(s.a)

z (5, a) can be parameterized, such as neural network

mg(als) =

z(s,a)=¢" (s,a)0

then
Vg log g = qu (s,a) —E [sz (s, a)}

¢T (s, a) is current feature, E [¢p7 (s, a)] is average feature over all
actions under the policy
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Calculate logPi: example-Gussian

We fix the variance 02,
[a—p(s))?
1 —

an 27we 202 ,

_ la=p(s)]
7-[9 (a ’ S) = 217_[0_6 202
u(s)=¢"(s)6
Ve log 1o (s,a) = [3*145,52)]47(5)
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Reiforce with baseline

Since

VoV (0) = =) R(i))_ Velogmy (s, a)
P

1
m =

then
Agt = thtVQ |Og Tlg, SGD

The policy gradient is unbiased, but the variance is large. To fixe it, we
introduce temporal structure or baseline to reduce variance, since

V(0) = Er, (Xrm)

VoV (0) = VoEx, () Volog g (s,a) ()_(r—b)))
where b =IE, ) r, the update law is

A9t =K [Gt —b (S)] V() |Og Tlg, SGD
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@ Q-learning uses the value of Q(x, a) to take a certain action. It acts
as a critic, who evaluates the decision and the evaluation result using
Qi (Xk, ak)

@ Q-learning algorithm needs to discretize the action space, which
makes the Q-learning algorithm difficult to find the optimal value and
the calculation speed is relatively slow.

@ Policy gradient calculats the next action. The output is the action or
distribution of actions. It is an actor.
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Actor-critic

Asynchronous advantage actor-critic
Deep Deterministic Policy Gradient (DDPG): NN->DQN

m Value Based
m Learnt Value Function
m Implicit policy

(e.g. e-greedy)

m Policy Based
m No Value Function Value-Based
m Learnt Policy

m Actor-Critic
m Learnt Value Function
m Learnt Policy

Value Function Policy

Actor

Policy-Based
Critic v
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If the baseline is a critic, then the baseline method becomes actor—critic

method.
A9t = lX[Gt — b(S)] V@ |Og Tlg, SGD

The update law is

A = a[Gt — b(s:)] Vog mp
=alqg—V (Sf' w)] V log g
=a [rp1 + 7V (Sex1,w) — V (se, w)] Viog 7y

or
Agt = zxetV In [7'[ (At | St, Wt)]

where the TD error is

€ = rrr1 + ’)’\7 (St+1,w) — v (st, w)
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AC can be reagrded as

J(w) = ;In T (Xk, uk) [r + YRk (xk+1) — Rk (x«)]

Here [r + YRk (xk+1) — Rk (xk)] can be regarded as the TD error and it is
estimated by the Q-learning algorithm.
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Actor-critic: Policy Based+Q-learning

@ Learn an approximate value function based.

@ Learn approximations to both policy and value functions, actor—critic
methods.

© The ‘actor’ is a reference to be learned for the policy: Policy Gradients
A0y =a g — V (st,w)] Viogrmg, 7ty = Wig (x) — NNy

@ The ‘critic’ refers to the learned value function, such as state-value
function: Q-learning

V (st, w) = Wag (x) — NN,
TD error based

et = r+ YR (xi1) — R (xi)
er = Rey1 + 9V (sty1.w) =V (ft. W)
et = Rep1 +vQ (Se41, ar1, we) — Q (s¢, we)
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Theorem

The gradient of state-value function can be trnasform into action-value
function

AQt =aVJ (Gt)
=VY,P(i,0)R(i)Vglog P (i,0)
~ % Y« R( X Vglogmy (s, a)

Theorem

Policy gradient is
A0y = aVJ(0:) = aVvg(s,0)

gives an analytic expression for the gradient of performance with respect
to the policy parameter, and it does not involve the derivative of the state
distribution

agtJ( ) Zs‘u(S)Zaqn(s 3)89 7T(a|59)
VV (0) =Eg, g (as) Vg Iogn(a | s)]
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The object of the proof:
J=E][v|m =vx
Vve(s) = V(T (a ] 5) 4 (2.5))
=Y.[Vr(a|s)qgr(a,s)+m(a|s)Vagx(a s)]
where 77 (a | s) Vgr(a,s)is
Var(a,s) =V [Ls, p(5r]sa)[r+ Ve (3)]]
=Ysp(5|s.a) Vv (5)

where
Vv (5 ZVT( als)gz(a|s)+ '|§)Zp(§|§,é)
5
where 3 is the next step of the state 3.
Ve (3) is in regression form,

V(o] 9) g () + o
VVTL'(S):Za 7T(a|s)Z§p(§|s,a) Zavvn<a| )qn(a|5)

\/\/_
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With the parameter 6 and a special state sp

VJ(0)=Vvg(s) =YY koPr(so—s km)Y,Vr(al|s)qgr(as)
=Lsn(s)XaVr(als)an(as)

where Y. 77 (s) cane rewritten as

Yo (s) = T X 190 (5) = Ty () Ko 18
=Y (3) Xs7(s)
So

It is
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